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Abstract

This report describes the relevant electrical engineasgages involved with designing
and implementing a software correlator, more speci callyFX correlator, in software.
A correlator is a hardware or software device that combiaespted voltage time series
from one or more antennas to produce sets of complex vis#sili At all times it was
kept in mind that this correlator must be designed with theWdedge that it needs to be
implemented in hardware.

Certain radio astronomy and the DSP concepts required &trcmn a software correlator
are discussed and the reasons for needing a correlated teade c

The output of the correlator and its uses are brie y desctib®SP concepts used to
design and implement a working correlator are discussedicBhgital Iter concepts
and characteristics are reviewed and the ideas behind padgp Iter decomposition are
introduced. Other concepts such as analytic signal reprasen and cross-correlation
are brie y touched on.

The requirements of the correlator are reviewed and eagde sththe correlator and its
operations presented. The sequential mathematical tnanafions are shown from real
time voltage signal input, through to the complex visiiekt output. These mathematical
operations were simulated in python and the results prederithe python simulations
not only aid in the understanding of the correlator's operet. They were developed to
test the mathematical operations that needed to be perforifieese simulations were
all run on a nite set of ideal input data, from only one sourdéhere were no invalid
inputs and the operations were not distributed over diffecemputational devices. The
problems created by less ideal input that the correlataives in reality and the actions
taken to produce the desired output is described.

The design of the KAT API provided for the software correfeaad modi cations to be
done to it to fully support the less than ideal input are désed. The channel abstraction
from the KAT data frame is presented and its purpose destribe

Various tests performed on sets of input data is shown. Téalteeof this project are
discussed and conclusions are drawn.
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Glossary

DSP— Digital Signal Processing (DSP) is an electrical engiimgeteld concerned with
the analyses, modi cation and extraction of informatioonf digital represtations of sig-
nals.

Correlator — A correlator is a hardware or software device that combgagspled volt-
age time series from one or more antennas to produce setepl@ovisibilities [15].

Angular Resolution— The minimum angular distance required between two obgeath
that they can be differentiated [7].

Linear System — If the relationship between the input and the output of th&tesn
satis es the scaling and superposition properties, theegyss linear.

Time-Invariant System — The system is time-invariant if when there is a time shift or
delay in the input to the system, then there is a correspgrtdire shift in the output. ie.

in a time invariant system, wheygn] is the output to the inpwt[n], theny[n t]will be
the output tox[n  t] [14].

Linear Time-Invariant System (LTI) — Where a system is both linear and time-invariant.

Interferometry — Interferometry is the science of combining two or more wawdsch
interfere with each other.[21]

Radio Astonomy —The study of celestial phenomena through measurement ohtre
acteristics of radio waves emitted by physical processesrdag in space. [21]

Multirate Systems — Are systems that operate with one or more sample rate change
embedded in the signal processing acrchitecture.[11]

ANSI C — This is the C programming language which conforms to the AcaarNa-
tional Standards Intitute (ANSI) standards, if followeakls to create portable code.
ANSI C was used in this project to implement the nal softwaogrelator.

Base Line pair —An imaginary line between two anntenna.

Electromagnetic Wave —The radiated energy emitted by warm object can be clasif ed
as massless packets of energy call photons or quanta. Thetmp are radiated as trans-
verse waves with a frequency in proportion to the tempeeatdirthe radiating source.
These waves exibit a electric and magnetic eld and thus atked electromagnetic
waves. [9]

Transverse Wave — ‘A transverse wave is a wave that causes a disturbance in the
medium perpendicular to the direction it advancgg1]



Chapter 1

Introduction

1.1 Subject of this Project

This project describes the relevant electrical engingessues involved with designing
and implementing a correlator, more speci cally an FX ctater, in software for the

Karoo Array Telescope. A correlator is a device used in radimonomy that combines
sampled voltage time series from one or more antennas tapedsgkts of complex visi-
bilities [15].

1.2 Project Background

At the time of writing, South Africa is a potential candid&ehost the Square Kilometre
Array (SKA). The SKA, on completion, will be the largest radelescope in thevorld.
To strengthen South Africa’s bid and to demonstrate its cament to the SKA project,
the Karoo Array Telescope (KAT) is being constructed. ThaKg¥being built as a testing
ground for technologies that could potentially be impletedrin the SKA. Although the
KAT will be about 0.5% of the size of the SKA, it will still be aoverful radio telescope.
[2]

The KAT will consist of 20 antenna stations, each of whichéh@vbeams with dual
polarisation. Each of these 280 points of reception wileipeindently receive radio wave
emissions from astronomical objects. The radio waves frach @antenna will be digitised
at a high sampling rate, producing massive streams of inoguiata. This ood of data
needs to be combined and manipulated bgoaelator to produce useful information
which is used to create images of our Universe. To cope withvidst quantity of input,
the correlator needs to operate ef ciently and quickly.

A correlator, in the radio astronomy world, is a hardwareaftvgare device that combines
sampled voltage time series data from one or more antenmasdoice sets of complex
visibilities. Many astronomy processes such as imaging¢tspscopy/polarimetry and
astrometry rely heavily on the validity of the correlataristput. Because of this reliance



on the output, the accuracy of the correlator is of great mamue. [15]

1.3 Overview of the KAT Project

The KAT project currently requires a correlator for the ne@lescope they are building.
The correlator is a vital part of a radio astronomy telescapat helps convert other-
wise meaningless voltages received by the antennas intol wsgput which is used for
imaging, spectroscopy/polarimetry and astrometry.

At the beginning of this project the KAT team had already dedion the following re-
guirements of the correlator:

1.3.1 KAT Correlator Requirements

The 280 analogue inputs to the correlator are the signadsvest by the antennas. These
inputs will be sampled and digitised at the rst stage of tleerelator. The remaining
operations will be performed on these digital signals.

The correlator will need to be able to operate on a wide wangincoming data. The
functions of the correlator will differ greatly depending the input, therefore the corre-
lator needs to be versatile in order to adapt to variablesybénputs.

The correlator will rst be designed and simulated in softejato ensure correct func-
tioning, then later ported to hardware for speed. Softwaemiideal testing environment,
as it is easy to manipulate the design. The software sinoulasi vital as it serves as a
powerful tool to implement and test core concepts that valused in the nal hardware
design.

1.4 Objectives of this Project

The objective of this project was to investigate and implenaesoftware correlator, keep-
ing in mind the requirements set by the KAT team. The softveareelator performs the
same functions to the same degree of accuracy as the nahMaaedmplementation, just
at a slower speed. This will allow the hardware correlatdrddested against the software
correlator to ensure the hardware is functioning correctly

Once the software implementation is complete one will haumetional correlator. Since
hardware and software modules are interchangeable, ad@esate implemented in hard-
ware they will replace the software modules, improving teggrmance of the correlator.

1.4.1 Provided Recourses

The following work and recourses had been provided to me:



The skeleton of the correlator had been designed by Dr. Rudadn der Merwe
and Dr. Richard Lord. (Fig 1.1 and Fig 3.8)

Dr. Marc Welz had created the required application progrargrmterface (API)
for the data to be passed between modules.

The API de nes the structure of input and output data for estelge of the correlator.

1.4.2 Methodology Followed

The following steps were followed throughout the develophu# the correlator:

Review the mathematical description of the stages of theetzdgor.

Run the mathematical operations in Python, an interpretiegramming language,
to ensure correctness.

Update the API when necessary to perform additional funetity.

Implement the correlator in ANSI C, using the provided API.

The modules were rst implemented independently in Pythehich is a higher level
language than ANSI C. This was done so that the focus was aigbdthms, rather than
on the code and the integration of the separate modules.

1.4.3 Deliverables

The nal deliverables of this project were:

This report, explaining the related issues with designimgdj iamplementing a soft-
ware correlator to ful Il the KAT requirements.

Python Simulations demonstrating some of the functionfopaed by the software
correlator. (Provided on accompanying CD)

The working software correlator to the KAT requirementsttegn in ANSI C with
the provided API. (Provided on accompanying CD)

1.4.4 Testing

The correctness and validity of the correlator is vital toe tater hardware implementa-
tion. Several test cases will be created to test all facetsaoh stage of the correlator.
These test cases will be rst introduced in the design sadtiovalidate the design of the
algorithms. These same tests are then run on the nal saétwaplementation.



1.5 Scope and Limitations

1.5.1 Project Scope

This project approaches the design problem of the correfedon a DSP perspective.
Digital Signal Processing (DSP) is an electrical engirmegreld that is concerned with
the digital representation of signals and the manipulatibthese signals with digital
processors.

The project ran for a duration of 12 weeks. This time factoritied the depth of investi-
gation that could take place into the various sections.

1.6 Document Outline

Chapter 2 provides a more detailed explanation of radi@astny and the DSP concepts
required to construct the software correlator. This chapggins with a brief introduction
of the history and advantages of radio astronomy. It willlakpthe quest for angular
resolution which will lead into the need for interferometigterferometry is one of the
vital functions which the correlator performs to producedtitput. The output is brie y
explained and its uses described. Once the reason for thedator has been made clear,
the chapter brie y discusses two possible implementatiminag correlator, FX and XF.
The reason for KAT's choice of an FX correlator is discusStke chapter continues with
an overview of the DSP concepts required to design and imgaiéa working FX cor-
relator. Basic FIR Iter characteristics are reviewed whiill lead into the idea behind
polyphase Iter decomposition, a key concept which is usggmrsively in FX corre-
lators. Other concepts such as analytic signal represemtahd cross-correlation are
brie y touched on.

Chapter 3 presents each stage of the correlator and itstmpexaT his chapter begins by
providing a more detailed review of the requirements ancisgaion of the software
correlator. The ow of operations presented in gure 1.1 aeeh addressed individually
and their operations are discussed in detail. The matheah&tansformations are shown
from real time voltage signal at the input of the correlatootigh to the complex visi-
bilities at the output. These mathematical operations wanellated in python and the
results presented. The python simulations not only aid enuhderstanding of the cor-
relators operations but also provide a useful referencégturithms and results for later
chapters.

Chapter 4 discusses the implementation and integratidredtinctions discussed in chap-
ter 3 into the KAT ANSI C API. The desired behaviour of the radftware correlator
is reviewed and the adaptation to the API to support thisdehais investigated. The



problems with not having separate input streams for eachreiabut rather interleaved
packetised data are addressed and possible solutionsf@@selThe coded correlator
functions, which were presented in chapter 3, are brie yeered while concentrating on
the issues which arose with the nal implementation.

Chapter 5 is involved with various sets of input data to testipular aspects of the soft-
ware correlator.

Chapter 6 discussed the results and draws conclusions.
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Chapter 2
Concept Review

This chapter provides a more detailed explanation of rasimaomy and the DSP con-
cepts required to construct the software correlator. Thégpter begins with a brief intro-
duction, discussing the history and advantages of radiora@tny. This will explain the
quest for angular resolution, which is the reason interfexty is needed. Interferometry
is one of the vital functions which the correlator performgtoduce its output. The out-
put is brie y explained and its uses described. Once theore&s the correlator has been
made clear the chapter will continue with an overview of tHf&PDconcepts used to de-
sign and implement a working correlator. Basic digital rlimncepts and characteristics
are reviewed and the ideas behind polyphase lIter decontipasare introduced. Other
concepts such as analytic signal representation and cossslation are brie y touched
on.

2.1 Radio Astronomy Concepts

2.1.1 Electromagnetic Waves

The radiated energy emitted by warm objects can be classi®thassless packets of
energy called photons or quanta. These photons are radiatednsverse waves with a
frequency in proportion to the temperature of the radiatiogrce. These waves exhibit
an electric and magnetic eld and thus are called electrametig waves which can be
measured. [9] Observational astronomy is the study of #net®imagnetic waves radiated
by celestial bodies.

2.1.2 Background to Radio Astronomy

For centuries astronomers have observed the night sky ratsefobjects emitting opti-

cal waves. However optical waves are only a small fractiothefelectromagnetic spec-
trum produced by astronomical objects. All warm objectegiff electromagnetic waves.
These waves are divided into sections depending on therelemagth, as shown in Figure

7



2.1. The radio wave section has the greatest wavelengthiesssisusceptible to interfer-
ence. The optical waves, traditionally observed, are mke#yito be obscured by opaque
objects, such as dust clouds or planets. Often it is onlydkérportion of the emitted
electromagnetic radiation that reaches Earth. Radio wareegalso produced by objects
that do not even radiate visible waves.[7]

Radio astronomy is the study of the radio band of the eleagnmatic radiation emitted
by celestial bodies. Radio astronomy has opened an entiesly eld of astronomy and

is responsible for the discovery of several classes of tdjsach as pulsars, quasars and
radio galaxies. [7]

(Radlo ) <M|crowave> ( Infrared ) (Vlsmle) (UItraonet) ( X-ray) <Gamma Ray>
102 10° 10 108

104 102 1 0" 1010 1012

Wavelength in centimeters

VAL

Figure 2.1: Wavelength, adapted from [7]

2.1.3 Interferometry

Radio waves are tens of thousands to millions of times lotiggn optical waves. Con-
sequently the angular resolution of single aperture raglgstopes is extremely poor in
relation to optical telescopes. To improve the angularlvgem, radio telescopes incor-
porate many separate receivers. Each of these receiversedeto point at the same
source of interest.

However, with multiple receivers, the electromagnetic @saemitted by the object of
interest very rarely reach all receivers at the same tim@meg. This variation in time
results in a phase variation between the electromagnetiesv&ceived by each antenna.
This is demonstrated in Figure 2.2.

To exploit the advantage of having multiple receivers, th@ming waves need to be
combined. Directly summing waves that are out of phase dsstbe output. This means
that the waves must rst be phase aligned and then summed.pFrbcess of combining
two or more waves is called interferometry. Interferomesrpne of the key functions
performed by the software correlator. (Fig 2.3)

For a more in depth discussion on issues discussed belowsaed [18]
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Figure 2.2: Phase Difference, adapted from [18].
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2.1.4 Correlation

The correlation of two signals tell us how similar the sigrale. It can be used to identify
the phase variation between two signals, among other things

Suppose we have two sampled voltage signfals) andg(t), the correlation function,
Rig () is de ned as[17]:

Z
Rig ()= limru = (ot )t (2.1)
which can be written as,
Rig ()= M (t) g(t+ )i (2.2)

The magnitude of the correlation outpjR; ( )j, will depend on the two signals' simi-
larity.

Two identical antennas pointing in the same direction walihoreceive the same signal,
however, they will receive it at different times. Thus thei&ion in the correlation output
is due to a phase difference between the signals. This pliffsedces can be identi ed
through the correlation of the two signals. This is needegeadorm interferometry.
Correlation is a key operation used to compute complex Nis#s, the nal output of the
software correlator.

2.1.5 Analytic Signal Representation

All real time signals have a two sided frequency responsehvisisymmetrical about the
origin. Since both sides of the frequency response areiagnall the spectral informa-
tion of the real time signal can be represented by one side.anhlytical representation
of a signal is twice the positive side of its spectrum with tiggative frequency compo-
nents set to zero. Since we take twice the positive speaimponents, the same power
in the signal is retained.[14]

If f (t) is a real time signal then the analytical representdii¢t) can be constructed as
follows :

E(t)=1f +jHff(t)g (2.3)

where, Z
Hff(t)g= 1 1 tf(—)d (2.4)

1

H [f (t)] represents the Hilbert transform of sigh#t). The Hilbert transform effectively
rotates the negative frequency components of voltage Isigpby 90° and the positive
spectral components by9(°. Multiplying the Hilbert transform by further rotates all
the phase components Bg. When summed with the original signéit), results in the

10



analytic signaE (t). The construction of an analytic signal using the Hilbeaxhsform is
demonstrated in Figure 2.5.

The analytical signal, although a complex signal, only @oes the positive side of the
frequency domain, half the bandwidth of the original sigrighis allows digitised ana-
lytic signals to be faithfully reproduced with half the nuemlof samples as the real time
representation. A demonstrations of an analytic signdigsve in Figure 2.4.

The original signal can always be reconstructed since itssthe real part of the analytic
representation. The analytic representation makes pbéaston easier and is later used
to compute complex visibilities.

Chirp Signal Analytic Representation of (a)
T T T T T T 80 T T T T T T T
70
701
60
60 [
50
50
8
ER ol
g
s 30 30|
20| 20}
10 10
0-3-2-101230—4-3-2-101234
freauency [radl freauency [radl

Figure 2.4: Analytic Signal
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Figure 2.5: The following represent signals at a partictitae instance.
(a) Original Signal
(b) Hilbert transform of (a)
(c) Analytic Representation of (a)
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2.1.6 Complex Visibilities

The complex visibilities, the nal output of the softwareroelator, are what astronomers
are really interested in. Complex visibilities are used tal the difference in intensity
between the fringes which are used for imaging, spectrggpofarimetry and astrometry
[4].

The complex visibility of two signald, (t) andg(t) , can be de ned as follows:

Vig()=<f (g(t+ )>+j< Hff()ggo(t+ )> (2.5)

So in words, the complex visibility of two signalls(t) andg(t), is the summation of the
correlation off (t) andg(t) and the Hilbert transform df(t) correlated withg(t).

The phase difference between the two sigh#t3andg(t)can now be extracted from the
visibility:

=f Vi ()9
<fVig( )9
This phase information can then be fed back to the softwameletor so that the neces-
sary interferometry can be performed. However, the comyikilities are used in later

operations to perform imaging, spectroscopy/polarimatrgt astrometry. These all fall
out of the scope of this project, but for a more compreherdiseussion on these topics
refer to [15].

= arctan (2.6)

2.1.7 Coherency vector and Stokes Visibilities

Electromagnetic waves are transverse in nature and haeesof oscillation(polarisation),
usually represented by andy, and one axis of propagation, usually represented by the
Z axis. Because of this polarisation it is customary to regmesa radio wave as a set of
stokes parameters. Stokes parameters are a set of valae® usscribe the polarisation
state of a electromagnetic wave [10]. ,

. : e
A polarised wave is usually represented by veeter * , wheree, ande, are com-

plex vectors of the polarisation state in the x and y axiseesyely. With two polarised
vectorse, andeg, received from antenn@ andB respectively it is useful to represent a
coherency vector which can be de ned from the two vectoro#s\is:

0 1
* eAx e|3X

+
€, €
e = % By g (2.7)
eAyeBx
eAyeBy

From this coherence vector we can form the Stokes Visiegdjti Q U V , which are the
actual outputs of the software correlator and are createtéifollowing relationship:
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0
I

% 8 E =Te (2.8)
\Y

where: 0 1
1 0 0 1
1
T= 0O 0 1
0O 1 1 0
O ii O

The Stokes visibilities are then used in later operatiopetéorm imaging, spectroscopy/polarimetry
and astrometry. The interpretation of the stokes paramééirout of the scope of this

project but for a more comprehensive discussion on thesestogfer to [15]. For a more

detailed discussion on radio polarimetry and the derivatioresented above see the pub-

lished series [10].

2.2 Spectral Line Correlators

Spectral line correlators are used to divide a signal intdtiple frequency channels so
that calibration, spectroscopy, wide- eld imaging andethastronomical operations can
be done.[15] There are two main implementations of speltti@kcorrelators, the FX and

XF correlators.

2.2.1 FX and XF Correlators

The difference between FX and XF correlators is the orderhickvoperations are per-
formed. FX correlators rst channelise the signal and thenhe correlation. In contrast,
XF correlators compute the correlation and then channtliseesult.

2.2.1.1 Computational Comparison

The computational ef ciency of the two implementations degs on the number of base-
lines and channels required. It is shown in [6] that FX catiels are signi cantly more
ef cient than XF correlators when the number if baselinerpand channels are large.
Since KAT will have%’ baseline pairs and will need to support upsta000chan-
nels, an FX correlator was the chosen implementation.

Traditionally FX correlators channelise the input signsing an Fast Fourier Transform
(FFT). However, this causes the data rate to increase iroptiop to the number of de-
sired output channels. If a polyphase Iter precedes the, G input and output data
rate can be kept constant. Without the polyphase lIter kegpine data rate constant, the
FX correlator would not be a feasible solution.

14



For a more in depth review of the performance issues relatirigX correlators see [6],
by John Bunton, or one of his many other published articles.

2.3 DSP Concepts

A channeliser is needed for the software correlator to brgathe received radio waves
into various frequency channels. Once channelised, theithwl components can be
analyzed and correlated. However, a conventional chaseradffers poor performance.
This section will brie y review the conventional channdrsintroduce the ideas behind
polyphase decomposition and explain why a polyphase cliaanarchitecture was used
for the software correlator.

2.3.1 Conventional DSP Concepts
2.3.1.1 Finite Impulse Response (FIR) Filters

A lter is a system used to remove a range of unwanted frequeomponents from a
signal, while preserving other frequencies. Filters araratterised by their magnitude
response and phase response.

Digital FIR lters are linear time-invariant (LTI) systemshich are represented by a nite
length sequencdy[n]. Given the sequence&[n], an input to an LTI system, the output,
y[n] can be computed by convolving the input witn]:

X 1
yln]= X[rlh[n r] (2.9)

r=0

Equation 2.9 can be represented by the following block diagr

x[n] y[n]

> H(z) —>

Figure 2.6: FIR Filter Block Diagram

2.3.1.2 Channelising

A channeliser is a system that decomposes an input sigodtsntarious frequency com-
ponents.

Channelisers traditionally make use of FIR lters, in comdion with decimators and
complex oscillators, to extract the desired bandwidth datsignal. A typical channeliser
has the form[11]:
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Figure 2.7: Channeliser

The channeliser in Figure 2.7 breaks the input signal Mitandividual channels, where
the Iter h[n] has a cutoff frequency gf-. The local oscillators, I «" are used to mix the
Iter to its desired spectral position. Since each of thepaitthannels now only occupy
a bandwidth of;, the channel can be decimated by a factovofvithout aliasing.

2.3.2 Polyphase Filtering Concept

Polyphase lItering is an ef cient computational method whionly computes useful out-
put. Polyphase ltering is derived from the idea that a chafiroperations can be rear-
ranged to improve the ef ciency of the system. Because ohtgk performance demands
on the KAT correlator, an ef cient design is essential.

2.3.2.1 Polyphase Decomposition

Polyphase decomposition allows us to decompose a protdtgpeénto smaller lters.
This polyphase representation allows a signal to be Itengolarallel. [1]

A lter, h[n] of lengthN can be decomposed into tMe-component polyphase form:[12]

ly( 1
H(z) = z "H.(z"): (2.10)
r=0
where,
(N3) 1
H.(zM) = h[nM + rjz ™ (2.11)
n=0

For example, suppose we had a prototype lter of lerigth

y( 1
H(z) = h[n]z "

n=0
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Traditionally we would compute the output of LTI systdrin] as shown in Figure 2.6.
However, if we were to decompose the prototype Iter into tiomsH (z2) andH 1(z?),
we could compute the same prototype Iter by:

H(2) = Ho(z?) + z 'Hy(2?)

and represent the same transfer function as in Figure 2 .loebgtire below.

5| H, () C)

-1

z

|—> H, (%)

Figure 2.8: Two-branch polyphase decomposition

In the above diagram, for every execution period, two caehts can be calculated. This
idea can be extended to multi-branch decomposition, uswéth 2" branches

2.3.2.2 Polyphase Filtering with Re-sampling

Computing the output of LTI systems involves a large numibenwltiplication and addi-
tion operations. However when a FIR lter is superseded bga@rmatorM 1 of every
M of these results are discarded as shown in Figure 2.9. Iefiant to calculate all
these results when only a small proportion is kept.

x[n] y[n] y[Mn ]

— 3 Ho m| ——

Figure 2.9: FIR Filter with decimator

However if the Iter is represented i -component polyphase form, as shown in Figure
2.10, the decimation can be performed before the Iteringlevktill achieving the same
result [11F. In this polyphase equivalent form, the input data rat}éth of what is was

in Figure 2.9. This greatly reduces the workload of a It&cieasing the ef ciency.

2.3.2.3 Polyphase Filter as a Channeliser

Each channel of a traditional channeliser is composed ofngptex mixer, a low pass
Iter and a decimator. However, because of #givalency theorem can be shown that

1The reason for th@" restriction is due to the fact that the polyphase Iter iseofused in conjunction
with an FFT
2For a detailed derivation of the decimator rearrangemenftH chapter 2
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Figure 2.10: Polyphase Filter Decimation

this can be equivalently represented as a complex mixeesdarg a band pass Iter and
a decimator [18

This is important as we can now represent chakmélthe channeliser presented in Figure
2.7as:

2pi

jok

5 -0 M ¢ H 82) ézpi <>
e ik
5 -1 M ¢ H {Z) é; <>
1 I '
. . e
x(n) I : 1 ¢ y(nM, k)
M) M ¥ H ,(2) é ‘ C)
J(M—l)k%
e
LMD M ¥ H.(2) @ <>

Figure 2.11: Channdd with polyphase representation aequivalency theorem

These complex mixers are in fact the same complex mixers imsad IFFT (Inverse
FFT) to produce one of the outputs. Therefore, if we usBlapoint IFFT, we can in fact
reproduce the output of a channeliser withdecimated channels.

An IFFT performs a lot more ef ciently when its length is a pemof two. Since the
number of output channels will be the length of the IFFT, iaifot more ef cient to
produce2" output channels, whereis an integer.

It should be noted that each output of the polyphase cheasmned aliased back to base-

band due to the decimation. This makes the polyphase chaanakeful as a spectral
analyser.

3See [11] Chapter 6 for a detailed derivation of the equivateheorem
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Figure 2.12: Polyphase Filter Bank
2.4 Concept Review Conclusion

The above concepts lay the foundation of the design and mmai¢ation to follow. These
concepts are vital to the development and testing of thesysOnce these concepts are
understood, a clear picture of the outcomes of the softwamrelator can be created.
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Chapter 3
Design

Chapter 3 presents each stage of the correlator and itstmpexaT his chapter begins by
providing a more detailed requirements review of the saftvearrelator. Each operation
presented in Figure 1.1 is addressed individually and disediin detail. The sequential
mathematical transformations are shown from real timeagatsignal input, through to
the complex visibilities output. These mathematical openas were simulated in python
and the results presented. The python simulations not adlynahe understanding of
the correlator's operations but also provide a useful egfee for algorithms and results
discussed in later chapters.

3.1 Software Correlator Requirements Review

3.1.1 KAT Correlator Requirements

A total of 280 incoming streams of data will be sampled at H2®&ith 8 bits per sample.
This is a total of almost 2.7 Terabits that need to be processery second. Each of these
280 input streams will need to be channelised B&000different channels.

Each of these 280 incoming channels need to have a numbeeddtams performed on
their data. These operations are outlined in Figures 1.Bahd

The correlator will need to be able to operate on a wide wapgéincoming data. The
functions of the correlator will differ greatly depending the input, therefore the oper-
ations the correlator performs need to be versatile in ae@dapt to variable types of
inputs.

Because of these demanding requirements, the KAT teamatktadmplement the cor-
relator in hardware. Each input to the correlator is largetiependent of other inputs and
each input has the same operations performed on it. Thesttiepindependent tasks al-
low the correlator to be constructed in a highly paralisabéenner. These attributes make
the correlator ideally suited to being implemented in hamdw Each of the operations
shown in Figure 1.1 is independent of other operations andcbeatreated as a separate
system.
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On the downside, hardware development is a slow and dif.cliitwould be dif cult
to test a hardware implementation until it is fully compt&terhe development time of
hardware can be greatly reduced if there is a system agamesh\o test its output.

The objective of this project was to investigate each of tperations in the correlator
chain and implement them in software. Software is an idesirng environment, as it
is easy to manipulate. A software simulation is vital as ives as a powerful tool to
implement and test core concepts that will be used in the hmakdware design. The
software implementation developed in this project wasgiesd to be modular so that
each operation could be interchanged with the hardwarevalgmit. As future hardware
development is completed, the correlator will become aidydirsoftware and hardware
components and eventually purely hardware.

Since the software is interchangeable with hardware coensnthe software followed
much of the constraints set on the hardware. More detail enntiplementation of the
correlator is discussed in Chapter 4.

This chapter will continue by describing the correlatormgpiens provided by Dr. Rudolph
van der Merwe and Dr. Richard Lord and running simulationthefm.

The objectives of this project can be summarised as:

Investigate the operations of the correlator in detail araide an architectural
design.

Build onto the API provided by Dr. Marc Welz to support the mgigns the corre-
lator needs to perform.

Implement the correlator in ANSI C, using the modi ed API.

Ensure exibility in design.

3.2 Correlator Design

The electromagnetic waves detected by the antennas haweivanodi cations per-
formed on them by the radio frequency(RF) front end. Thesdimd electromagnetic
waves are the input to the correlator. The correlator perfovarious computations on
this input to produce the output, the complex visibilities.

Since the correlator is operating at a tremendously high datie, signals are down-
sampled and unwanted channels are discarded wheneverausdce

The correlator is very modular in design, allowing each & tomputations to be im-
plemented and tested independently. The basic design afattnelator is divided into
stages, with each one feeding its output into the next modideh of these stages will be
discussed in the order it appears in Figure 1.1.
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3.2.1 The Analogue to Digital Converter (ADC)

The ADC is responsible for converting the voltage time sesignal into a digitalized
sampled signal. The ADC has a sampling rate of 1.2G@Hz), with 8bits per sample
and a 550MHz input bandwidthThe input,vi;, (t), (Wherei is the voltage of the dish,
j the beam ang the polarity) is sampled at time periddto produce the sampled signal
%0 [K] Of lengthM .

Iy( 1
'O'i;j;p [k] = Vi;j;p (t) (t kT) (31)
k=0
IX 1
= v (KT): (1 KT) (3.2)
k=0

3.2.2 The Time Delay Compensation

Each time signal will be received at different time instabg different antennas, re-
sulting in a phase difference. These signals need to be @igsed to perform inter-
ferometry. See Interferometry Section 2.1.3.The phagamient of the input waves will
take place in two sections, the time delay compensation laga the phase correction
operation.

The delay compensation is used for coarse alignment of ophas$e signals. The input
to the delay compensatdy;, [K], is delayed by an integer, of the sampling periodT,
to produce the outputy;, [K]: Where:

Ui;j;p [k] = 'Wi;j;p [k n] (33)
ijip [K] 2 Viip (2)

%iip [K nT!] zZ7 n\/)i;j;p (2)

The time delay,, experienced by the incoming signal can only perfectlyraly the
time delay compensation stage if the time delgy= Tn for some integer value af.
This is often not the case as in Figure 3.1:

The remaining phase difference needs to be adjusted in theeptorrection operation.
The ner phase correction is discussed in Section 3.2.5.

1This 1:2GHz band will not be taken from baseband so aliasing will takeg@l& his was not considered
during this project but must be considered in the nal impétation.
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Figure 3.1: Delay compensator operation, whegré Tn.

3.2.3 Digital Down Conversion (DDC) with Fringe Stopping

This stage performs three separate operations; analgtialsiepresentation, digital down
conversion and fringe stopping.

3.2.3.1 Fringe Stopping

The delay compensation in the previous section is calaliadea function of the baseline
distance and direction vector of the source, assumingstaty receivers. Since the Earth
is rotating, the effective time taken for a signal to reacle@eiver is either increased or
decreased depending on the position of the receiver. Thisesaa Doppler shift, which
will effect both the phase and frequency of the signal, améifcorrected will produce an
incorrect correlation value. Little investigation has be&®ne in Fringe Stopping for this
report, but the usual solution is to correct the error by stiljig the phase and frequency
in the local oscillator used to create the analytic signaitesentation.[3]

3.2.3.2 Analytic Signal Constructiort

An analytic signal, as discussed in Section 2.1.5, can bstagted from any real signal
by preserving only the positive side of the spectrum andmyltihe negative side. This

2See Appendix D for more detailed derivation.
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representation is useful as it simpli es phase correctiot ia also used in computing the
complex visibilities.

Since the input signal;;, [K], is real, the spectral components will be symmetrical and
therefore can be represented as an analytical signal. grirtfplementation a baseband
representation of the analytic signals is constructed bygusscillators to mix the signal

to be centered at eithefag=sec Of Orag=sec. The last statement may sound contradictory but
since a decimation factor @f is used, the signal mixed towill alias back to baseband as
shown in Figure 3.3. We de ne the analytical baseband remtasion of the input signal
Uij.p [K] as:

UlKla = Uy [k] + jiu o[K] (3.4)
where:
ui [K] = [2u[K]: cos(2f ot)]LpF (3.5)
Uolk] = [2u[K]:sin(2f ot)]Lpr (3.6)
and:

uglk] = Hf u; [k]g = [2u[k]: cos(2f ot E)]LPF

An example of input and output to the analytic signal cortdtam stage is shown below
in Figure3.2.

Analytic Construction Input Analytic Construction Output

T T T T T T T T T T T T
[ — Delay Compenator Output | [ — Analytic signal Constuction output |

100

80

60 [

Magnitude

40

20

-3 -2 -1 0 1 2 3 -3 -2 -1 0 1 2 3
frequency [rad] frequency [rad]

Figure 3.2: Input and output of analytic signal construtstage

3.2.3.3 Down Conversion

The analytical signal, although now a complex signal, ordgupies the positive side of
the frequency domain, half the length of the original sigii&le analytical signal can now

3Decimator will also work for all even decimation factors
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be down sampled to reduce the sample rate fia@rio F—ZS This is done by taking every
2nd sample fromu[k],, an example of this is shown in Figure 3.3. Thus we can de ee th
output of the DDC section agk], where:

ulk] = u[2k]

Down Sampler Input Down Sampler Output

T I T T T I T T T I I T I T
[ — Analytic Construction Output | [ — Down Sampler Output |
b 100
80|

60 |

120

100 4

80

60 |

Magnitude

a0l 40

L

3 -2 -1 0 1 2 3 0 3 -2 -1 0 1 2 3

frequency [rad] frequency [rad]

Figure 3.3: Down Sampled signal alias back to baseband

3.2.4 Channelisation

Channelisation separates incoming signals into a numbé&eqtiency channels. It is

an important part of the correlator as it allows individuahgonents to be analysed
and correlated. Because this is an FX correlator, the cligatien takes place before

the correlation. If the channeliser can decompose the isiguial into channels with a

small enough bandwidth, the output from each channel carebtetl as a monochromatic
signal. This is important as it allows the correlator to efifeely phase adjust and analyse
each frequency component of the input signal separately.

Channelising is performed in three separate stages; coassmelisation, bandwidth re-
duction and ne channelisation. Both coarse and ne chaisaéibn are done by polyphase
channelisers. This dual stage Iterisation offers a compiahal advantage, as discussed
below.

3.2.4.1 Coarse Channelisation

The rst polyphase channeliser is used to divide the inpghal band into coarse chan-
nels. This is done so that channels not containing usefudtsgdenformation can be
discarded before more processing takes place.

The number of output channels of the polyphase channeBsirei same length as the
input to the IFFT used in the polyphase channeliser. The murabcomputations of a
standardN point FFT isN log,N, whereN is the number of output channeM; Since
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a number of these channels will be discarded in the BandviRdifuction stage 3.2.4.2,
it would be computationally wasteful to decompose the entiput bandwidth into ne
channels before bandwidth reduction.

The input analytical signak;;., [K] will pass through the polyphase lIter to produblg;
separate channels of centre frequen§y The outputet;.,., rcnloWiII then be passed to the
bandwidth reduction stage.

Continuing with the previous example, Figure 3.4 showsnipei divided into ve coarse
channels. Each channel will have an independent output alhdevaliased back to
baseband.

Coarse Channeliser Input

DDC stage output
Output Channel 0
Output Channel 1
Output Channel 2
Output Channel 3
Output Channel 4

T |
LA -

-3 -2 -1 0 1 2 3
freauency [rad]

100

80

magnitude

Figure 3.4: Coarse channelisation demonstration

3.2.4.2 Bandwidth Reduction

The bandwidth reduction stage will discard channels ctehtethe coarse channeliser,
that are not required. The bandwidth preserved needs todme e as it will vary de-
pending on the astronomical process.

The number of channels will be reduced frotgto NGwhereNS  Ng;.

Continuing from the example presented in Figure 3.4, ifknewn that channel 0 was the
only band of interest in a hypothetical astronomical openatthen the other 4 channels
could be discarded, reducing the data rate by a factor of % r€maining channel is

decimated by a factor of ve as consequence of the polyphdigeing. This causes

aliasing back to baseband and a reduction in amplitude, agrsim Figure 3.5.

3.2.4.3 Fine Channelisation

The ne channeliser is responsible for the further decontmrsof the remaining chan-
nels, using a polyphase Iter bank.

It is now important to note the following. As the number of jputt channels of the
polyphase channeliser tends to in nity, each channel teadsirds zero bandwidth and
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Bandwidth Reduction Output

r T T T T
__ Bandwidth Reduction Output
'Only channel 0 of the input'

50 b

40} 1

20 b

10 b

frequency [rad]

Figure 3.5: Bandwidth Reduction demonstration
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is aliased to baseband, creating a DC signal. Each chantmlitazan be represented by
Vi, Cjei tiec , where is the phase ang/j the magnitude of the spectral component of
the input to the correlator, &t, . The output no longer has any frequency component and
therefore is represented by a constant DC value. It is useftiew the polyphase chan-
neliser with in nite output channels as the Fourier tramsfpsince it effectively gives the
magnitude and phase response for each spectral compbgéht.

It is impossible to have in nite output channels, therefare decompose the input to the

ne channeliser into up t&€5000separate channels. This decreases the spectral resolution
to a point where each output channel can be assumed to hasstaleno bandwidth. The
phase of the individual components can now be aligned wethctirresponding channel

of other antennas. This is done in the next section, Phaseion.

The inputt;.., -0 Will pass through the polyphase Iter to produile; separate channels
of centre frequency®?. The outputkt.;..., owill then be passed to the phase correction
stage.

Continuing with the example, the expected output of the mhammeliser is presented
in Figure 3.6. The channel in the example is only decompased40 separate output
channels. However, the KAT FX software correlator can dguuse the input channel
into up to65000separate channels.

Fine Channeliser Input

20 T

Output Channel from Bandwidth Reduction

Output channels of Fine Channeliser

IR v ﬂﬂr‘f‘ﬂ/ Dm\ [
\ T
Il m RASRTATAITEHRR

Ll I | 1 |
-1 1 2 3
frequency [rad]

15

1 A |

2
<
kA
‘
<

ﬂr

magnitude
=
o

o HM

Figure 3.6: Fine channelisation demonstration

3.2.5 Phase Correction

In the phase correction stage we continue the phase alignoheignals from each an-
tennathat began in the delay compensation stage. Sinagaineto the correlatog;;, [K]

, has bandwidth, the phase shift experienced will not beoamifacross the band and will
depend on each frequency component. The phase correciga dbes the ne align-

ments not able to be performed in the delay compensatioe stagj is used to complete
the phase alignment used for interferometry.

The input received from the channeliser have effectivelpadwidth, allowing the phase
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correction stage to treat each channel as a monochromatbaad signél The corre-
sponding channels from each antenna are phase aligned loymecomultiplier.

The phase correction stage performs corrections needihgrege of less than one sam-
pling period. The inputet;..., 0 will be multiplied by e Vv #°, where s the fre-
quency value that the input will be adjusted by.

e j ifpiv szo (37)

Yy ¢2°

=td

N 0
v 62

The previous example is continued, showing the phase akghbetween two channels,
th andd; . This is shown in Figure 3.7.

Figure 3.7: Phase Correction

3.2.6 Correlation

In this nal stage of the correlator the separate signalsnfiie various antennas are
combined. This process is performed in two subsections,cosrelation is performed
and then the Stokes Visibilities are computed.

3.2.6.1 Correlation Functions

Each channel is multiplied by each polarity of the corregidog channels of each of the
20antennas, including its own antenna (See Fig 3.8). Thigiesented by the following
correlation function[19]:

Cy v(N) = Vgp(N)v,.,(n) (correlation) (3.8)

“In reality the channels will have small bandwidth
5The interpretation of these results fall outside the scditki® project.
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Because the input channels are not purely DC signals andiocsstme frequency com-
ponent, time averaging is used to smooth out this variatigphiase. This produces the
power spectral densitfsy, .,(k). This function is shown below:

1 X .
Sy w(k) = N Cxy w(N)(time average) (3.9)
n=k N
When a particular polarity of a particular channel is cated with itself, the correlation
is referred to as auto-correlation. This is one of the owp@ithe correlator that is used
in the succeeding astronomical processes.

When correlated with anything else, this cross correlafioduces coherency vectors.
These coherency vectors are used to compute the Stokedlitestand determine the
phase variation between two signals.

3.2.6.2 The Complex Stokes Visibilities

The four coherency vectors for each channel pair are usealdolate the Stokes Visibili-
ties as shown in Equation 3.10. These Stokes Visibilitiesiaed to describe the complex
visibility in terms of the polarisation state. This is théet output of the correlator that
is be used in the succeeding astronomical processes[19].

0 1 0 10
Vi, (K) 10 0 1__ Sox .m()
%vg?j,m(k)gzgl 0 0 1§E@ ,lyw()g 510
VP, (K) 0 1 1 0X®@ Sy,x,,, K '
VR (K) 0 ii 0 Sy (K)

3.3 Design Conclusion

The python simulations used to generate the above diagtashzed in understand the
FX correlator operations. These simulations supplied tded algorithms that formed
the basis of the nal software correlator implementationth/these foundations covered
in this design chapter, the issues relating to the nal datoe implementation can be
addressed.
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Figure 3.8: Correlation in Detail, by Dr. van der Merwe and Dord.[19]
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Chapter 4
Implementation

The python simulations mentioned in Chapter 3 were developéest the mathematical
operations that needed to be performed. These simulatieresall run on a nite set of
input data, from only one source. There were no invalid isutd the operations were
not distributed over different computational devices. ldwer, the environment in which
the actual correlator operates receives a continuousnstoéanput data, from multiple
sources (antennas). There could be invalid inputs and theatpns will be distributed
over different computational devices. This chapter diseaghe problems created by
less ideal input that the correlator receives in reality iredactions taken to produce the
desired output as presented in Chapter 3.

This chapter begins by reviewing the design of the KAT APIvidled for the software
correlator. This chapter continues to describe the modiore to the KAT API to fully
support the speci cations of the input data stream. The shbabstraction from the KAT
data frame is presented and its purpose described.

4.1 Software Correlator Infrastructure

The nal hardware will be implemented over a distributedteys and will use a 10 gigabit
Ethernet architecture as the connection infrastructuireceShe software is interchange-
able with hardware components, this same distributed gp¢icin applies to the software
correlatort

4.2 Adaptation to Support Realistic Input

The changes needed to support realistic data ow betweersttiges in the software
correlator are discussed below and shown in Table 4.1.

1The other possibility for the networking architecture wasiBand
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| Ideal Input | Realistic Input |

Finite Input Streaming Input
No Distributed System Distributed System
No Invalid Input Invalid Input
One Input Source | Multiple Input Sources

Table 4.1: Ideal vs. Realistic data input.

4.2.1 The KAT API

The KAT API provides a description of the methods and messageture used to com-
municate between the correlator stages. Dr. Marc Welz, abeeof KAT team, provided
the following design outline in the following subsectiongiich was a very useful starting
point and aided the software correlator implementatiore iftpplementation was done in
the ANSI C programming language, as this is an ef cient paogming language and
simpler to port to hardware.

4.2.1.1 Packetising input stream

The output from the ADC, the input to the section of the cat@l focused on in the
project, is an endless stream of data. This needs to be [sexkeb that it can be passed
to the next stage of the correlator. These packets need tseimddescribe the data, the
payload of the packet, so that the stream can be recongtratteach reception point.
This message structure will be referred to as a KAT data frantkthe original structure
is presented in Figure 4.1. Output data from each corretgieration is rst packetised
into a KAT data frame before being passed down the networiopobstack. The protocol
stack for the software correlator is described in Figure #t#z KAT API holds one input
frame and one output frame at any particular instant. Anyeloig must be done by the
correlator operations.

Figure 4.1: Original header for the KAT data frame [20]

4.2.1.2 Dealing with bad input

The ADC will produced:6Gbpsdata for each antenna input, which is near the maximum
operating rate of 10 gigabit EthernétOGbpg. Therefore, using transport protocols to
retransmit KAT packets dropped by the network architectupeld not be a reasonable
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Correlator Operation

KAT API

Network Layer

Ethernet

| |
| |
| VSI-E |
| |
| |

Figure 4.2: KAT network protocol stack

solution, as it would be unable to cope with a data rate irsered his would cause un-
wanted delays to the output and possible buffer over ows.

If a KAT data frame is dropped or corrupted, the correlatdt instead create dummy
samples to retain the constant data rate ow. This constata thte helps to maintain
predictability of the system.

The invalid data needs to be agged so that the next stagesafdhrelator can identify it
as invalid and can handle it correctly. It was decided thabbband signalling would be
used to describe this invalid input. Out of band signaling tee advantage that it does
not effect the word size of the sampled data (eg in the cassing @ dirty bit). However,
this means there will be more overhead to describe the KAA tlaime.

It is not reasonable to describe to the validity of every inps this will cause extensive
overhead. The bad samples of the payload are rather destryleerange, by bad_ rst
andf_bad_sizeas shown in Figure 4.1.

This allows the state of the payload to be described by onbyimtegers, however there is
a tradeoff with poor bad input identi cation resolution. iSltange describes only the rst
and last bad sample, treating any valid samples in betweewalsd. Fortunately, bad

data should not be a regular occurrence and usually occlustecs, so this is appropriate.

4.2.2 Additions to API

The section documents the evolution of the KAT API during thiioject.?

4.2.2.1 Dealing with multiple input channels

The software correlator will have many independent inph#t heed to be transported
across the network infrastructure. The number of indepenicguts increase dramati-
cally after the polyphase channelisation stage. See ahaj@d. Therefore, often many
independent inputs will need to be serviced by only one rautswitching device.

These inputs need to remain differentiable from each otheissa responsibility that falls
on the KAT API. Interleaving the input samples into a KAT d&tame was the chosen

2The adaptations were made with consulting Dr. Marc Welz.
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Correlator X - invalid inputbl

Operation 1 - valid input

1

Correlator Operation 1

Output X

1

1

1

1

Y X

1

Header

f_bad_first 3
f_bad_size 6

11 X X X X X X1

Figure 4.3: Effect of bad input and low resolution identitan

method to deal with multiple input streams. Interleavingegiequal preference to each
input stream and does not require buffering. Figure 4.4 detnates this operation, as
performed by the software correlator.

The original KAT data frame only had one range describingnkalid inputs. With this
limitation, if one input stream was producing invalid inpthie whole KAT data frame
would be marked as invalid input. This means that valid dedgenfother channels in-
terleaved with invalid data, will be included in the invatidta range. With up t65000
channels contained in a KAT data frame, this could upset tiieeecorrelator output as
shown in Figure 4.5. Therefore, to retain independence ahchls, the KAT data frame
has arf_bad_ rstandf_bad_sizevalue per channel. With this addition, the range of bad
input for each channel can be described . For further eff@db&d input see Chapter 5,
Testing.

Figure 4.6 shows the nal KAT data frame header that was uséad software correlator.
Note that the_time_stampointer was not used during the project. The time stamping
format had not been formalised at the time of developmenitands uncertain whether
the time information will be contained in the KAT data framedato what degree the
VSI-E time stamping would be us&d

3VSI-E is a network protocol, commonly used in radio astrogdan time-stamping [5].
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Correlator Channeliser

82 54
Channeliser
output 51 176
12 353
41 231
15 354
4 12
1 54
Header
1 54 4 12
15 354 41
1
1
1
1
1
KAT Data Frame
Figure 4.4: Interleaved Channels
Correlator Channeliser
) X 54
Channeliser X 176 X - invalid input
Output X 353 1 - valid input
X 231
X 354
X 12
X 54
Header
f_bad_first =1

f_bad_size =frame_size

X X X X X X X X X

KAT Data Frame

Figure 4.5: Interleaved channels with only one bad inpugean
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Figure 4.6: Final Modi ed KAT data frame

4.2.2.2 Dealing with variable sample size

Being a experimental platform, one of the main requiremefiise KAT APl is exibility.
The KAT correlator is a multi-rate system and accepts végidlit size data samples.
However, ANSI C use82bit integer as the data type, and so the correlator opesatisa
32 bit integers. Bit-masking is used to allow variable sam#e,smaking it possible to
include samples d@" bits, where5 n 1, inthe xed ANSI C 32bit integer.

4.2.2.3 KAT Date Frame Size

In the original design of the KAT API, the KAT data frame was $ame size as a Ethernet
packet. This is either 1500 bytes, standard Ethernet paak€000 bytes, jumbo gigabit
Ethernet packet. Keeping these sizes helps add transpdretie KAT API.

However, the original KAT data frame only catered for oneunpghannel and therefore
could assume constant header size. With multiple input reélarthe size of the KAT
data frame will depend on the number of channel inputs. Withaui65000channels,
the header size required to describe the payload becomds lemger than the largest
Ethernet packet. Therefore it would be impossible to usedstal Ethernet packet sizes.
Since the size of the nal KAT data frame is not yet nalise@td frame size is an input
parameter to the software correlator.

4.2.2.4 Channel Abstraction

The network infrastructure sends KAT data frames betweagest However, the cor-
relator stages perform operations on channels, not pacKetsetrieve the data for the
particular channel, the interleaved KAT data frame payloaeds to be reassembled.

This tedious task of extraction and re-assembly of each KA drame was hidden
from the software correlator's processing operations bjanoel abstraction function,
as shown in Figure 4.7. This allows the correlator operattonperform functions on a
speci ¢ channel stream, hiding all detail of KAT data framssambly, extraction, trans-
mission and receiving. This greatly simpli ed the complgxof coding the correlator
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Figure 4.7: Channel Abstraction

operations. We can see this channel abstraction as anattezrdn the protocol stack as
shown in Figure 4.8.

Correlator Operation

KAT Channel

KAT API

Network Layer

Ethernet

| |
| |
| |
| VSI-E |
| |
| |

Figure 4.8: KAT protocol stack with added channel abstoacti

4.2.2.5 Final KAT API

The nal KAT API provided the additional support of buffegrof frames. This allowed
the correlator operations to request a large set of datawvgmpians across multiple frames.

The nal design of the KAT API infrastructure that was usedhe implementation of the
software correlator is presented in Figure 4.9.
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FX Correlator Operation
‘Performs correlator operations on
channels'

Get/Set sample

Channel
'An abstraction of a channel from the
KAT data frame'

Get/Set sample

Send/Recieve Frame
Frame Buffer [Return control]
'Gets/Sets channel sample from KAT data
frame buffer'

Frame
"The packet(a struct) that is passed in
the network, containing some header < = = = - =
variables and the payload"

Main
‘The controlling function'

L Get/Send Frame

Network Achitechture

Figure 4.9: Simpli ed overview of the software correlatafriastructure
4.3 Complex Input

Support for complex data was not implemented into the KAT.ARkrefore two samples
were used to represent a complex sample.

4.4 Convolution
Equation 2.9 shows the time domain convolutionx@i] andh[n]. Input, x[n], passes

through a LTI systemii[n], with output,y[n], as a result. The architecture of the convo-
lution function is shown below.

Figure 4.10: FIR architecture
Convolution is heavily used in the correlator, as it is usedd Itering. Convolution is a

computationally expensive operation, as it requires tisanaple inputx[n], be multiplied
by every lter coef cient of h[n], and these results be added togetheh|[if has length
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N, thenN multiplications andN 1 additions need to be performed per output sample,
y[n].

However, equation 2.9 has an equivalent z-domain reprasent which is the multipli-
cationX (z) andH (z), whereX (z)  x[n]JandH (z) h[n]:

Y(z) = H(2)X(2) (4.1)

This requires only one multiplication operation per out.wéwer, this requires both an
FFT and an inverse FFT to be performed.

It can be shown, as in [16], that if the Iter has more than 6é&fadents, then it is faster

to perform FFT multiplication than time domain correlation

Since the polyphase lter, used in convolution, has thecatftd decomposing a proto-
type lter into smaller kernels, it is not viable to perforniF multiplications. However,

the ltering when calculating the analytic signal repreion is not restricted to using
polyphase ltering. There is a section of this Itering wiiaould possibly utilise FFT

multiplication, but for this project all convolution wasiiermed in the time domain.

4.5 Implementation Conclusion

With the implementation completed, the nal stage of thejgcbis to test and visually
represent the results.
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Chapter 5
Testing

This chapter is involved with various sets of input data st fgarticular aspects of the
software correlator.

5.1 Testing Methods

A network infrastructure was not used for testing. The nekweas simulated with the
use of text streams.

5.2 Testing Tools

The following tools will not be used in the nal software celator, but were created to
emulate components outside the scope of the project and to #ie development.

5.2.1 Simulated Input (Signal Generator)

In reality, the input stream to the correlator will origiedtom the ADC. During testing, a
simulated ADC was created with the ability to create a nunatbeifferent input signals.
The ow diagram of the signal generator is shown in Figure 5.1
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[ Begin Signal_creator J Usage: ./sig_gen [options]...

Signal generator
-h  Display this help.
-c  Set of channels
f  Set the signals inverse frequency 2pi/[f]
-d  DC offset
¢ a  Amplitude of signal. Note if too small the
quantisation noise will be large
[ Get Input Arguments ] -s  Signal generated
[0] sinusoidal  [1] delayed sinusoidal [2] strange
[3] two sinusoidals [4] three sinusoidals [5] counter
[6] amplified noise [7] chirp signal

Current Function: Output the signal of choice

Y

Create output signal of
raw data from the the
Arguments specification

Send off Frame via
Network

Figure 5.1: Flow Diagram of Signal Generator

5.2.2 Creating Visualisation Tool (Probe)

The raw data output of each stage is dif cult to interpret.efiéfore a visualization tool
was used to help with debugging and development of the sdte@relator.

5.2.3 Framing Tool

The input stream data created by the signal generator hasialKta frame structure.
The Correlator Executable is a generic programme that tggemn KAT data frames.
Therefore, the framing tool is used to create this KAT dagare. The ow diagram of
the framing tool is shown in Figure 5.2.
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( Begin frame_creator ) Usage: ./create_frame [options]...

h  Display this help.

f  Setthe frame size
-s  Set the sample size

¢ Set of channels

o  Set the output mode.
, 0:the output displayed as is.

1:the output grouped in channels.
( Get Input Arguments )

Raw stream sampled input data from network

A
(signal_generation)
\( Create input frame from raw input data
” L from network

Send off Frame via
Network

Figure 5.2: Flow Diagram of the Framing Tool .

5.3 Correlator Executable (Simulator)

The correlator exucutable is a programme that performs ¥edfrelator operations on
a KAT data frame. This has various methods that implementdineelator stages. The
ow diagram of the correlator executable is shown in Figurg.5
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Usage: ./test-simulator [options]...

Display this help.

-h

-p  Specify input parameters [number parameters] [parameters]
' Begin Simulator ' -c Number of channels [input] [output]

-f  Specify Output frame size. [output size]

-t

Specify the type of operation. 1-8
[1]:delay [2]:analytic signal
[3]:polyphase filter [4]:bandwidth reduction
[5]:phase correction [6]:correlation
[7]:test [8]:FIR filter
Y [9]:DDC
( Get Input Arguments ) -d Spef:ify the DC_offset of the incomming signal.
-x  Setinput mode to hex.
-0 Set the output mode.
0:the output displayed as is.
1:the output grouped in channels.
2:Header and output printed

Function: Runs operations on kat data frames

\ 4
Input Frame from previous operation
- Perform Simulation

’ l Operation

\ A

{ Create input frame from raw input data ]

from network

Send off Frame via
Network

Figure 5.3: Flow Diagram of the Correlator Executable

5.4 Tests

The testing of the correlator was done in two stages: tesiedcAT APl and testing the
various modules' output against that of the Python simaieti

5.4.1 KAT API

5.4.1.1 Channel separation

In Figure 5.4 20 identical channels streams are producedandbr a period of time.
This is to ensure that the timing and independence of eaagimethan maintained.
5.4.1.2 Coping with large number of channels

The correlated needs to be able to support a large numbepuifsinTo test this, 1 million
inputs were transported across the KAT API infrastructlirés unreasonable to use the
visualisation to plot each of these outputs, thereforeg¢hainal output is shown in Figure
5.5.
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Figure 5.4: 20 Channels separated

Figure 5.5: 1 000 000 channels tested

Another test was run with 20 million channels. This faileduda, due to lack of memory
on executing computer.
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5.4.1.3 Invalid Input Propagation Through System

The effect of having low resolution to the bad inputs is destaied below in Figure 5.6.
Invalid input can be dealt with in various ways, dependingusar speci cation. In this
instance, invalid inputs were set to zero. The frame size hass set to 20 samples.

Figure 5.6: The Effect of Invalid Input with Poor Resolution
(Top) Input data containing invalid inputs
(Bottom) The output showing lost sectors

5.4.1.4 Effect of Word Size

The effect of word size of the output of the correlator is destmated in Figure 5.7. In

this case, 4 bit sampling was used. We can see two of the £fféasing a word size that
is too small to represent the data, the jagged edges causgpahbytisation noise and the
distortion of the spectral peaks. The distortion is due rtagnitude being too large for
the word size.
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Figure 5.7: Quantization Noise and Magnitude Out of Range

5.4.2 Software Correlator Testing

In this stage the correlator operations are tested. Dueettirtie limitations, a correctly
functioning version of the polyphase lItering stage coutnt be implemented in the KAT
API. However, all other stages presented here were impleaden the KAT API.
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Figure 5.8: The time variation in the input to the correladoe corrected by the delay
compensator. (KAT API)
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Figure 5.9: Filter test with noise. (KAT API)
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Figure 5.10: Analytic Signal Construction and Down SampliKAT API)
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Figure 5.11: Polyphase Filter (python simulation)
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Figure 5.12: Polyphase Filtering Results compared withn@khser Results (python sim-
ulation)
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Chapter 6
Conclusions/Results

The requirements of this project as originally stated inptba3, are listed below:

Investigate the operations of the correlator in detail araide an architectural
design.

Build onto the API provided by Dr. Marc Welz to support the mgigns the corre-
lator needs to perform.

Implement the correlator in ANSI C, using the modi ed API.

Ensure exibility in design.

The software correlator has been investigated in detaie ARI provided by Dr. Marc
Welz was modi ed to support of the desired operations of tixedeftware correlator.
Although the entire implementation was not completed, thges that have been com-
pleted, demonstrate that the KAT API developed and the Pysimulations investigated,
perform to the desired standard. The KAT API has much exipih its design and will
be well suited to be used to continue the development and ledenihe remaining stages
of the correlator.
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Appendix A: Open Source Tools

The following de nitions all came from Wikipedia, http:/imv.wikipedia.com

[python

“An enhanced Python shell designed for ef cient interagtwork. It includes many en-
hancements over the default Python shell, including thétalor controlling interac-
tively all major GUI toolkits in a non-blocking manner.”

Numarray

Numarray is a mathematical Python Library.

Matplotlib

“Matplotlib is a plotting library for Python which uses syntsimilar to MATLAB. “
Mplot3D

This is an extension of Mplotlib, created by John Porterugp®rt 3D modelling.
GCC

“The GNU Compiler Collection (usually shortened to GCC) iset of programming
language compilers produced by the GNU Project.” Was usedrtpile ANSI C code.

Make
“Make is a utility for automatically building large applitans. ”
Octave

“GNU Octave, in computing, a program for performing numatianalysis, similar to
MATLAB”

DIA

“Dia is an free software/open-source general-purposeraimming software, developed
as part of the GNOME project.”

FFTW3 library

“FFTW is a C subroutine library for computing the discretaufter transform (DFT) in
one or more dimensions, of arbitrary input size, and of be#th and complex data .
LyX

“LyX is a document processor in which the user only has to caratahe structure

and content of the text, while the formatting is done figX, an advanced typesetting
system.”
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Appendix B: Source Code

Source Code is on accomponing CD

55



Appendix C: Additional Acknowledgements

David George's undergrad thesis for an exellent referéjce[

Marc Welz for providing a very useful programme demonstigahis KAT API [20].
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Appendix D: Additional Diagrams and De nitions

Analytic Signal (Another look)

Analytic signals provide one with the very useful abilityrepresenting a real time signal
as a complex phaser. The classical example is represergiggalcos(t ) in its analytic
form, E(t), see Figure 6.1.

E(t) = cos(!t )+ jHTf cos(t )g
E(t) = cos(!t ) + j cos(t 5)
E(t) =cos(!t )+ j sin('t)

E(t)= €% (Eurler% formula)

Figure 6.1: Analytic Representation cbs(t )

Constructing an Analytical Signal (in more detail)

Any real time signal can be represented in its analyticahfolhe analytical form of a
signal is just the positive side of its spectrum.[14] Left)be a real time signal where
x(t) X (F) then the analytical signa&(t)can be constructed as follows :
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v(t) = 1(t)+ jQ (1) (6.1)

where,

fo = desiredP osition centerF

I (t) = [2x(t): cos(2f ot)]ipr

(F fo)+ (F+fo)
> ler

H(F)=12X(F) [

L(F)=[X(F fo)+ X(F + fo)lrr (6.2)

= X" (F+fo)+ X (F fo)

and,
Q(t) = [2x(t):sin(2f ot)]LrF

aF)=2x(F) (AT ER T,

Q(F)= JXT(F+fo+jX (F fo) (6.3)

Therefore,
vit)= 1 (1) + jQ (1) V(F)=2X"(F + fy) (6.4)

Over-lap Add Convolution

In this project, the nite length Iter,h[n], needs to be convolved with the in nitely long
input signalx[n]. Itis impossible to have an in nite length buffer, and thfere the input
signal was truncated into a number of equal lengthed blodikslangthL. The inputx|[n]
can be decomposed as follows[14]:

X
x[n] = Xe[n rL] (6.5)

r=0

where,

58



xn+rL] 0 n L 1

X, [n] =
r[n] 0 otherwise

Figure 6.2: Example of block convolution

To avoid the consequences of circular convolution, eactkhiq [n], is zero padded with

P zeros, wher® is the length of Iterh[n]: Each of these blocks are convolved indepen-
dently and summed to reconstruct a signal which is equivitathe linear convolution of
x[n] as shown in Equation 2.9. This process is known as over-ldgaavolution.
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